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Technical Computing

PUHAHCDI
AHanun3 p1ckos

ASPOKOCMUYECKAA

MHOYCTPUA

BbluncnurensHas BUOTEXHOJIOIMA . UCCINEOOBAHUA
rMapoaMHaMmKa, Lienoukm reHos, MarepuanoseneHue
cTpouTenbHas MOJTIEKYNAPHOE BuoTexHonoruu,
MeXxaHuKa MoAennmpoBaHme, Knumart

XMMN4ecKkne pacHeThl

: % _ FTOCCTPYKTYPBbI
| OBOpPOHHbIE
NMPON3BOAOCTBO nccrnenoBaHus, SHEPFETUKA

ABTOMOBM“ ECT M rlepCI—IeKTMBHa;| O6pa6OTKa
POEHUE ofenvpoBaHue aHepreTuka, COMCMAYECKIX
Be30nacHoCTb, 3NEKTPOHMKMN, noroga, 3Konorus DaHHBIC MU DAL
MMAPOAVHAMMKA, onTU4Yeckas KoppekLuus,

aKyCTUYECKUI aHanus Tennoean MexaHuka .
2 © 2014 I1BM Corporation
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Technical Computing

AKTyanbHOCTb CynepKOMNbIOTEPHbIX TEXHONOINM

Ncnonb3oBaHue CyNnepKoMrnbrTepOB NMO3BOJIAET.

*  YacTM4YHO MM NONHOCTBIO 3aMEHUTb JOPOrOCTOALLNE HATYPHbIE

*  3KCNEePMMEHTbl KOMMbIOTEPHBLIM MOAENNPOBAHNEM

* HarnagHo npeactasuTb T€ UKW MHbIE NPOLIECCHI NYTEM MX
BU3yanusauuu.

» CokpaTuTb CpOKMN pa3paboTKku OnbITHbIX 06pa3LOB 1 NPON3BOACTBEHHbIE
3aTpaTbl HA HATypPHbIE SKCMNEPUMEHTDI

* CyLecTBEHHO COKpaTUTb CPOKM pa3paboTKn HOBbIX TEXHOSOMN,
pacLUMPUTb aCCOPTUMEHT U NOBLICUTb Ka4eCTBO rOTOBOW MPOAYKL MM

» CokpaTutb cebeCcToMMOCTb HOBbIX pa3paboTok (3a CYET CoKpaLleHns
CPOKOB peanu3aunm NpoeKkToB N yMeHbLLEHUST AoNn Bornee Jopororo

*  (pusmyeckoro NPOTOTUNNPOBAHUS)

« JlocTnyb cyLlecTBeHHO BorbLUen TOYHOCTM pacyeToB 3a

* MpexHee Bpemd

3 © 2014 IBM Corporation
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Ilnpupyrouwee nonoxeHue IBM B cynepkoMnbioTepax

: »\\'Il'l‘\‘.'

W HP lNosny2od0ebie He3asucumble petimuHau 500 caMbIX MOWHbLIX U
W BM 3Hep203hheKMueHbIX CYrnepKoOMIbIOMepos8 Mupa

2 Cray Inc.

M sGi

o i 200 .cpeen

M Dell
SUPERCOMPUTER SITES
S0Q

B Fujitsu
TOP500 3HeproadpPeKTUBHbIX cUcTEM

87,748,559 (32%)

TOP500 coBOKynHasa NpousBoAUTE/IbHOCTb M Hitachi
IBM nuauvpyeT no Krn4vyeBbIM NO3ULUAM :'BM
, [
#3: LLNL Sequoia Blue Gene/Q 20.13 PFlops =
v'4 8 TOP 10 (#3 Sequoia BlueGene/Q Livermore, #5 Mira BlueGene/Q M IPE, Nvidia, Tyan
Argonne, #8 JUQUEEN BlueGene/Q Juelich, #9 Vulcan BlueGene/Q B tautec
Livermore) B Lenovo
v Hanbonbluas coBokynHas nponssoanTensHocTb 58.6PF 13 123.4PF B VanyCoreSoft
(47.5%) (HP 13.5/11%, Fujitsu 12.2 /9.9%, Cray: 10.9/ 8.8%) B Megware
B National Research Ce. .
IBM niudupyem o amomy Kpumeputo 8 nocredHux 27 cruckax noopsio A B NEC
IBM W NEC/HP
v'Cawmbiin BbICTpbIN cynepkomnbioTep B EBpone (LRZ-SuperMUC i : ':)UDT
racie

iDataPlex) 3PF

v'Camblii BbIcTphIii X86 cynepkommnbiotep (LRZ-SuperMUC iDataPlex)
v'20 Han6onee aHeproadcpekTMBHbIX cuctemM Bce IBM BG/Q’s

4

B Raytheon/Aspen Syst. .

© 2014 IBM Corporation
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Technical Computing

UcTopusa

2012 Cynepkomnblotep Blue Gene/Q

2011 Watson

2008 lMepBbin Petaflop cynepkomnbioTep Roadrunner
2007 Web-scale mining

2006 Services Science (SSME)

2004 CynepkomnbioTep Blue Gene/L

2003 Carbon Nanotubes

1998 Silicon-on-Insulator

1997 Copper Interconnect Wiring

1997 Secure Internet Communication

1997 WaxmaTtHbIn cynepkomnbrotep Deep Blue
1994 LWa6noHbl npoekTupoBaHusa Design Patterns
1994 Silicon Germanium (SiGe)

1990 Statistical Machine Translation

1987 High-Temperature Superconductivity
1986 Scanning Tunneling Microscope

1980 ApxuTtektypa RISC

1971 Pacno3HaBaHue peun Speech Recognition
1970 Relational Database

1967 Fractals

1966 MNMamsaTb One-Device Memory Cell

1957 FORTRAN

1956 MNepBbIn xecTkun auck RAMAC

1948 3An.mexaHn4yecknm komnbrotep SSEC
1944 MepBbIK KomnbroTep Mark 1

5 © 2014 I1BM Corporation
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IBM Research: Hay4yHo-uccnegoBaTtenbCKkue LeHTPbl B MUpe

-
"‘rﬂ
Dublin ;'
O AL
| Zurich @
Almaden @ @ Watson Haifa .
@) India
O o)

Austin

| R R
[ 1
Brazil : 0. 5,‘
0 sl
[N
Melbourne
i ®
»

6 © 2014 IBM Corporation



(]|
!!:u:
i
<

Technical Computing

Cynepkomnbrotep Blue Gene/Q

Blue Gene/L (2004) ﬁ“ L4 & 4 '

Blue Gene/P (2007)

Blue Gene/Q (2012)

ol ST B 33 By Bl
7 © 2014 I1BM Corporation ‘
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Technical Computing

Cynepkomnbrotep Blue Gene/Q

Ob6nacTtu npumMmeHeHuUs

« KBaHTOBas xmmus

* Megaunko-bronornyeckne Hayku
(Life Science)

* MogenupoBaHue NpUpoaHbIX
SBNEHUN

* BbluucnutenoHaa guHamuka
XNOKOCTH

* MonekynapHasa guHamuka

* ACTPOHOMUSA N KOCMUYECKME
nccrnenoBaHus

« Hayka o matepuanax

 MogenupoBaHue knumara

8 © 2014 IBM Corporation ‘
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Cynepkomnbrotep Blue Gene/Q

3. Compute card
1. Chip 2. Module One single chip module,
16 cores Single chip 16 GB DDR3 memory

4. Node board
32 compute cards,
optical modules,
link chips, torus

F 4

5b.1/O drawer
8 I/O cards with 16 GB 6. Rack
8 PCle Gen2 dots 1 or 2 midplanes 7. Multi-rack system
0,1,2,or4 VO drawers
5a. Midplane

16 node boards Ha cToliry
MukoBas Npou3s-Tb 209 TF
PeanbHan NpousBo4-Tb %
(Linpack) 170+ TF

~2.1 GFW

Motpebnenune

© 2014 IBM Corporation




Technical Computing

OnTOBOJIOKOHHEIE Ka0enH (COeHHIIOT ONITHYECKHEe
TPAHCHBEPAI C KOHHCKTOPAaMH H4 JIAIIEBOH ITaHE]IH )

BerauciauTeIbHBIH
y3el (32 x)

TpyOkH

B BOIAHOLO
- OXJIAXKICHHS

s -~ — TTT———ate . .
. / g

ONTOBOIIOKOHHEIE
KOHHEKTOPEBI

broku muTaHusA (H30BITOYHOCTE, TOpSYas 3aMeHa)

0 © 2014 IBM Corporation
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Technical Computing

IBM NeXtScale nx360 M5

11

—
|11

NEXTSCA

TpeboBaHus K MH(ppaCTpyKType:

MogaynbHasa nnatgopma
 BcTpanBaeTcs B UMeloLLyoCs MHPPaCTPYKTYPY

. C MMHMManbHbIMN nepBoHa4dalsribHbIMU BJTOXEHUNAMN

« [anbHenwee passntne niatgopmsl NnponssoanTenem

[Ona peweHna 3agad:

 bneng-cucrema HavyasribHOro YPOBHS
* [lapannernbHbIX BblYUCNEHUN
*  AHanuTU4ecKkux pacyeToB

« (OObnaka

© 2014 IBM Corporation
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Technical Computing

IBM NeXtScale nx360 M5

NEXTSCALE

CTaHgapTHaA CTOMNKa

. dopm-dakTop 6U gna yctaHOBKM B CTaHAAPTHYO 19” CTOMKY

. o 12 BblumMcnuTENbHLIX BNeng-cepeepos

. Mopoeprkka nocnegHero nokoneHus npoueccopos 12 aaepHbix Intel lvy Bridge,
Haswell

. Bbicovaniuas BblumMcnnTenbHas nnoTHOCTb 432 BblYUCNUTENbHbIX a4ep B 6U
NnpOCTpaHCTBa.

. 6x bnokosB nutaHusa hot-swap N+N unm N+1, 80 PLUS Platinum

. 10x BeHTunsatopos oxnaxaeHunsa hot-swap

. Mogaynb ynpasneHus

12 © 2014 I1BM Corporation
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Technical Computing

Bce nyudwee n3 iDataPlex cTtano ewe nyyuwe!

CoxpaHsasa xopoluee
— OpmeHTau,vm Ha Npon3BoANTEIIbHOCTb
—  @poHTanbHbLIN OOCTYN

— Mopnepxka akcenepaTopoBs, CONPOLIECCOPOB,
CUCTEM XpaHeHUs

— OnTummu3aums 3a CYET BHELLUHEN KOMMYTaLun
— Bblbop mexay BoAow 1 BO3AYyXOM

- =

A nponsesoasa elle nydile

— bornee HM3kasa ctronmocTb, 6bonbLuas rMO6KOCTb
Laccu

— CraHpapTHble CTOMKM
— MeHbwaga 3aHnmaemas nnowagb
— OnTmunamposaH ansa 36 NopToBOro CBUTHA

— CospgaH gnga 6onblumx pabovmx Harpysok, 4em
npocto HPC

13 © 2014 I1BM Corporation
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Technical Computing

IBM NeXtScale nx360 M4 Direct Water Coollng (DWC)

OCHOBHbIE XapaKTepPUCTUKMN:

14

[o 40% 6onee adhdekTUBHOE OXNaXaeHne o ‘
CUCTEMbBI MO CPABHEHMIO C BO3AYLUHbIM, | s, > 2 e 7 4
ycTpaHsas 90% Tenna v3 yana = /v
O6ecneumsaet o 10% npenmyllecTsa B o
9HepProaPPEKTUBHOCTN Ha BO3OYLUHbLIM 53

oxXnaxaeHnem

' é;"i‘{?mc_,,,,_‘___ e
[1Be BogsiHble oxnaxaaroLwme neTnu Ha y3en ans
oxnaxaeHua npoueccopos 1 namatn DIMM, ocTtanbHble
KOMMOHEHTbI OCTaTCA C BO3AYLIHbLIM OXNaXX4eHUeEM

90% Tenna moryT ObITb UCMOMb30BaHbI AN 3 netacpnon CynepkomMnbtloTep Ha 6a3se
9KOHOMMUYECKUX Lieneil, Takux Kak OTomnneHne Apyrux iDataPlex dx360 M4 ¢ npsimbiM BOASIHBIM
oxnaxageHmnem pa3BepTbiBaE€TCA B

epmaHnn B CynepKoMnbloTEPHOM LIEHTPE
PekomeHO0BaHHbIE YCIOBUS SKCNyaTauuu: NenbHuua (LRZ)

30aHUN U COOPYXEeHUN

Temnepatypa okpyxatowen cpeabl Bo3ayxa @ 27-35C n

nogasaemou Boabl B y3en npu 40-45C

© 2014 IBM Corporation
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IDataPlex dx360 M4
C npsiMbIM (ropstyunm)
BOASHbIM OXNaXaeHNeM

*Turbo mode can be sustained because of liquid cooling

Cuctema

KonunyecTtso rpynn

Y3noB Ha rpynny

Kon-Bo cokeToB Ha y3ne

Apep Ha coket

Apnep B y3ne

O6uee kon-Bo snep

MukoBaga npounssoguTensHocTb (PHOpS)
Linpack nponsBogutenbHocTb (Nominal)
Linpack nponssoautensHocTb (Turbo*)
O6wwmin obbem namaTu (TBytes)
MamaTtn Ha agpo (GBytes)

O6wen namsaTn Ha y3en (GBytes)

IBM iDataPlex
Sandy Bridge
18
512
2
8
16
147,456
3.185
2.582
2.897
288
2
32

© 2014 IBM Corporation
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Technical Computing

IBM NeXtScale nx360 M5 W4

*Bo3ayLHOE OXnaXxaeHne BeHTUNsaTopamm " lHHOBaALMOHHOE BOASHOE OXNaXKaeHne
=YcTaHoBka B Nntobbie LIOObI =OTCyTCTBUE BEHTUNATOPOB
*"[MBKOCTb = JKCTPEMarnbHO 3HEProaPPEKTUBHOCTb
*BapunaHTbl MHCTaNASaLmMn = JKCTPEManbHO TUXO

— Storage NeX *Hunskoe aHepronoTpebneHne

— PCI NeX (GPU, Phi) *[110THOCTb, 3aHMMaeMoe NPOCTPAHCTBO

"Huy3kasa cToMMOCTb BNnageHus

16 © 2014 I1BM Corporation
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Technical Computing

IBM NeXtScale nx360 M5 Direct Water Cooling (DWC)

i "{

Bug cBepxy

17 BMA CnepeAM BMH C3a.L'lM © 2014 IBM Corporation
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IBM NeXtScale nx360 M5 Direct Water Cooling (DWC)
Water Cool Node & Chassis

Cooling
tubes

[MonHoW WKWpWHBI, 2-y3510BOM
BbIYNCINUTENBHbBIN TP3W

6U Laccn, 6 cnotos (12

DDR4 DIMM slots
Infiniband FDR (ML2 or PCle)
6x 900W unm 1300W PSU

bes3 BeHTMNATOPOB 3a
ncknodeHmem bl

®
3  yanos/waccy)

E Tpy6onpoBoa AocTasnser Boay

“E’ HENoCcpPeaCTBEHHO B y3er

S= B

> oOa LMpKYNMpyeT yepes . | LGbE Power

=8 oxnaxaaloLmx Tpy6ok Ans Doaporh? pors g ports  LEDS  Connontif

x OXNaXAEHNS YPOBHS KOMIMOHEHTa

§ Intel E5-2600 v3 CPUs n1200 WCT Laccu n1200 WCT Tpy6onposoa
8

=

CeHcop npoteykm / LED own6ok S e

p

6 full wide bays
12 compute nodes

© 2014 IBM Corporation
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IBM Platform HPC + NeXtScale nx360 M5

KnrouyeBble BO3MOXHOCTHU

- lLinpokne BO3MOXHOCTM HACTPOMKN U MPOCTOMN B
NCNOfb30BaHNK

- YOo6HbIN B NnaHMpoBaHUN Harpysku
- Web-uHTepdenc gna goctyna ns nodon ToUKK

- MoppepxaHne Harpysku, cucteMma MOHUTOPUHIA,
OTYETHOCTb

- Kommepueckune oubnmnortekn MPI

MpenmywecTBa Ansa KNUEHTOB

- bbICTPbIN BbIXO4 HA FOTOBHOCTU CUCTEMbI

- Bpemsa nonydeHunsa pesynsraTtoB

- KopoTkoe Bpemsi 0byyeHna rnonb3oBaTenen

- BCceCTOpOHHUIN KOHTPOMb Ha KracTtepom

19

Jlerkun B ncnonb3oBaHUKU
UHTepdenc:

EovHein nitepdenc ons
pas3BepTbiBaHUA, yNpaBrieHns u

MCNoJib30BaHNA

| Parerm Fallorm HFG Ertrpring Mt i | e, bah

e T e o

© 2014 IBM Corporation
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Technical Computing

Energy Aware Scheduling (EAS): nameHeHue 4acToTbl

Quantum ChromoDynamics Application Astrophysics Application
400 400
. N L A
300 aop
] ' |
E 250 E 250 -
s s
£ 200 £ 200
o 5
E 150 E 150 i
100 100 ——
A I
50 go Hh=dt
s 2.7 GHz 26 GHz s 27 GHz 20GHz
% 100 200 300 400 500 600 700 800 900 1,000 % ' 50 ' 100 ' 150 200
Time (in seconds) Time (in seconds)
Af = 2.6GHz (A f = - 4%) Af =2.6GHz (A f =- 26%)
APower = - 5% APower = - 17%
AEnergy = - 3% AEnergy = - 12%

20 © 2014 I1BM Corporation
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Technical Computing

Energy Aware Scheduling (EAS)

Tekywee nnaHMpoBaHue 3agaHUM

PEF SN
LLITILANT e

NMnaHnpoBaHue 3afaHU C Y4€TOM NMOTPEOSIEHMA INEKTPOIHEPrum

| ; f ] E k | . YacTtoTta ansa 3agaHus 1
Lil l i LLLL ééég O Uacrora pnm sananis 2
' O ‘ Y31kl B 3HeprocbeperaroLem COCTOAHNN
21 © 2014 I1BM Corporation ‘
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Technical Computing

X6: llecToe nokoneHue texHonornm ExXA

Flex System x880 X6

Fast. Agile. Resilient.

MHHoBauUMoHHbIN eXFlash =
43% HMXXe CTOMMOCTDb
peweHmn

OnTMMM3anpoBaHHble KoHpurypauun HapexHocTb KopnopaTUBHOIO
= 28% HMXXe CTOMMOCTDb Knacca

npuobpereHusn

3x bornbLle onepaTtMBHOM NAMSTH, CPU, Memory, 1/0 rubkocTs

50% 6onblLue saep npoueccopa =
nuaupyrowias npo3Bo-
ANTENbHOCTb C 6a3amMun AaHHbIX

Jlerxka B xoHdMrypaumm m

cepsuce MUHTerpmpoBaHHoOe ynpasneHue
Hypervisor

Moopepkka Ha NPOTSAXKEHUN

Macmraﬁupyelvlocﬂ. HEeCKOJIbKUX NMOKONIeHN"

22 © 2014 I1BM Corporation
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Technical Computing

X6: WecToe nokoneHue TexHonornum EXA x3850 X6

Compute Book

- Intel Xeon E7 Family Processor (E7-48xx,
E7-88xx)

- 24 DDR3 DIMMs, Bcero no 6TB

- Up to 8 Flash based DIMMs

- 2 X Hot-Swap Fans (removable from module)

Storage Book \

- 8 x 2.5" HDD/SSD

- 16 x 1.8” eXFlash SSD
- 2 Storage Contraollers

- SAS 12Gbps

23

2014 IBM Corporation ‘
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X6: WecToe nokoneHue TexHonornum EXA x3850 X6

24

eXFlash DIMM

o 30% Hwxe naTteHTHOCTb B cpaBHeHun ¢ PCle Flash
Ho 32 wrt 200GB DDR3 Storage DIMM

Ao 32 wt400GB DDR3 Storage DIMM

« [lo 8 npoueccopoB Ha cuctemy
« [lo 12TB onepatnBHoi namsitu DDR3

© 2014 IBM Corporation ‘
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GPFS adphekTUBHO ynpaBnsaeT BCeM XU3HEHHbIX LUKITOM
AOAaHHbIX BbluncnurenbHbIN Knactep

* ABTOMaTM3aLUus ynpaBJi€HUA
AadHHbIMN Ha OCHOBE MNOJINTUK

111

* BblgeneHne otaenbHbIX MynoB:
-SSD gucku
—BblCOKOCKOPOCTHbIE SAS ancku
—~SAS ONCKM BOnbLLON EMKOCTHU

GPFS Storage Server Cluster

ABTOMaTUUecKas
MUrpaums

* COOTHOLLEHNEe UEeHHOCTU OAaHHbIX
K CTOMMOCTWU ONCKOB

° MHTeraLI,I/IFI C NNEHTOYHbIMU
CncreMamMm XpaHeHun4d

JleHTOYHaA OMbNUMoTekKa
25 © 2014 I1BM Corporation
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Technical Computing

GPFS obecneuuBaeT rnobanbHbIN AOCTYN K AaHHbIM
T -

OocTyn K AaHHbIM U3 10601 TOYKM MUpa
onarogapsa TeXHONoOruu pacnpegeneHHoro
KawupoBaHmsa Active File Management (AFM) = @& . &

File System: store1

Cache Filesets:

Tdatat
Clients access: SRS
Iglobal/data1 Local Filesets:
/global/data2 Idata3 .
Iglobal/data3 [datad File System: store2
/global/datad Cache fi.!f:?,tssi Local Filesets: Clients access:
ata A=A ¢
53:22:::3:::2 Idataé iatat Iglobalidata1
e iglobal/data2
Cache Filesets: /global/data3
[data3 /global/datad
) hiatas /global/data5
File System: store Cache Filesets: [global/dataé

Clients access:

Idatas

lglobal/data1 Cache Fi!;a:aett; Idatab
/global/data2 Idata2

/global/data3 . -

Iglobal/datad Cache Flesets:

/global/datab Idatad

fglobal/dataé

Local Filesets:
Idatal
Idatab

© 2014 IBM Corporation
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Technical Computing

MapannenbHasa cuctema xpaHeHust gaHHbIX IBM System x
GPFS Storage Server (GSS)

KntoueBble BO3MOXHOCTHU

+ 2 x Ynpaenawowmx cepsepon IBM System x3650,

« DCS3700 with Disk (2TB or 3TB NL-SAS, SSD), Software,
* InfiniBand / Ethernet

* IBM Declustered RAID (GPFS-Native RAID)

 OTtcytcTBuUe Storage Controllers!!! |
IaHHble

3650 M4 pacnpeaensioTcs
Servers “‘cTpannamn’ no

BceM guckam

T

L

JBOD
Disk Enclosures  GSS 24: Light and Fast GSS 26: HPC Workhorse High-Density HPC Option
2x3650 servers + 2x3650 servers + 6x3650 servers + 18xIJBOD
4xJBOD 20U rack 6xJBOD Enclosures, 28U 2x-42U Standard Racks
10 GB/Sec 12 GB/sec 36 GB/sec

27 © 2014 I1BM Corporation
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MapannenbHasa cuctema xpaHeHust gaHHbIX IBM System x
GPFS Storage Server (GSS)

C60liHbIl duck C60liHbIlU duck

v

il

Rd Wr

Bpems BpeMﬂ‘

Rd-Wr

 GSS GPFS Native RAID (De-clustered RAID)
« O6paboTka ogHOBpPEMEHHOro 0Tkasa 40 3-X AUCKOB, KOHTPOSIbHbIE CYyMMb
« [logaepxka 3aMeHbl ANCKOB 6€3 OCTaHOBKN CUCTEMbI XpaHEHNS

*  MrHOBEHHbIE CHUMKMU, pennukauund, cpencrtea XXypHanmposaHUd, MOHUTOPUHT

COCTOSAAHMA PannoBOW CUCTEMBI
28 © 2014 I1BM Corporation
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29

KoMmnnekcHoe pelueHue
Intelligent Cluster

[MpenBapuTenbHOEe 3aBOACKOE
TECTMPOBaHME Ha 0TKa30yCTONYMBOCTb U
COBMECTMMOCTb KOMMOHEHTOB.

[ocTtaBnserca Ha nnowaaky B
COOpaHHOM M YKOMMMNEKTOBAHHOM BUAeE,
OCTaEeTCs NMULLb NMNOAKMNIYNTL NUTaHNE U
NPUCTYNNTb K paborTe.

KOMMOHEHTbI YCTAaHOBMEHHI,
ckabnupoBaHsbl, a Kabenu
NPOMapKMpoBaHbl B COOTBETCTBUM C
KabenbHbIM XXYPHanNom 1 CXeMoWn
KOMMYTaLUW.
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Technical Computing

Rear Door Heat eXchanger
(TennoodbmMeHHUK B 3aaHen ABepU CTOUKMU)

3agHAA naHenb

[TaHenn BeHTUNATOPOB
n Kabenu nuTaHus

Trefi=20.0 Tatme20 0Dstn2 OFOV 24
2108 91648 A 40 - 120 o008

[lononHuTerneHoe BO3AYyLIHOE U
MnaccmBHoOE BOOAHOE OXJlaXXaeHune
C noaknw4yeHmnem K CtTaHaapTHbIM BEHTUINAM

30 © 2014 IBM Corporation
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Rear Door Heat eXchanger

(TennoodbmMeHHUK B 3aaHen ABepU CTOUKMU)

31

% heat removal

140

130

120

8

-
o

8 8

Water
temperature

—4-12°C*
—a—14°C”
——16°C*

O-18°C*

| *2c

—{}22°C*
—8-24°C"
Rack Power
(W) = 30000

Tinlet, air
(C)=27

Airflow
(cfm) = 2500

8 10
Water flow rate (gpm)
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TNepexon System X B Lenovo

lenovo. ‘ System x

» 29 ceHTA0psa 2014 ogobpeHne perynupyowmx opraHoB

* Lenovo ctaHoBuTCs nocTtaBLlmkomM Ne 3 (x86 annapatHbix cpeacTs, 10, ycnyrn)
* 6,500 coTpyaHuKoB

60 cTpaH mupa

* PbIHOK ~$225 munnunapnos

« ®asbl onepauumn TpaHcdopmauum B Lenovo HadnHaroTcs ¢ 1-ro oktadps. I
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OpenPOWER Foundation

& OpenPOWER

‘- - Web 2.0
Firmware ‘ Software . Internet
Technolog ! SOCC?Ige'V Memory S)glt)e&ns Open Linux . Data Center
Fab , IP Dev Networkmg OEM Source ISV ; Cloud
Storage Open Sour High Perf
! Computmg.
Mellanox Google
NV|d|a Fusion-io Tyan Jilich
Altera Micron Suzhou Sup%rg(r)]?guter
Suzhou Samsung PowerCore
PowerCore SK Hynix Servergy

Xilinx

ATERA. ubuntu® Google Iz AA icron

<3 Orwmcire  GITT®  TyANC

NVIDIA.

Gold Members

//"“T‘/y\\
; HITACHI 5 (2P .
/& BAFRIE IR Inspire the Next HISPOL R ‘, ll' T ' ,3 EREX R
N/

@Silicon Wistron @i DA 21K ZTE¢3¥
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Cnacunbo

AHppen CbicoeB

BeOyLUMi cneunanmuct no NpoaBMKEHUIO
BbICOKOMPOM3BOANTENbBHbIX BblYUCIEHUN
Ten: +7 (906) 782 22 90

e-mail: Andrey.Sysoev@ru.ibm.com
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