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OTKpbITbIM NOAX0A, K MOCTPOEHUIO BbICOKOCKOPOCTHbIX U
Macwitabupyembix Ethernet pabpuk gna obnadHbix IO MMCH&HOX‘

TECHNOLOGIES
AnekcaHgp lNeTpoBckuin, cncteMHbIN nHXXeHep Mellanox Connect. Accelerate Outperform"‘



HoBbLINM NOAX0O K apXUTEKTYPE - nepexo K MacluTabnpyemon

napagurme Web-scale IT Mellanox

TECHNOLOGIES

Go gle B" Microsoft

fHnexc

amazoncom Linked m

CLOS Fabric

“By 2017, Web-scale IT will be an
architectural approach found

» operating in 50 percent of = = E=S5=S L
Tradition: ) = = == 1
Storage global enterprises...” .

Gartner, March 5, 2014

Centralized Storage Converged

Hyperconverge

—
Scale-up Scale-out

= Centralized = Distributed

= TpaguunoHHOE ynpasrieHne = AsTOMaTusauud, DevOps

= [lponpuetapHoe 10 = Open source

= BupTyanusaums = [MnepkoHBepreHyms

= Hardware-defined = Software-defined
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HoBoe BnaeHune I'IJ'IaTqDOprI - Agesarperaund m OTKpbITUE arnapaTtHbIX

Mellanox

KOMMNOHEHTOB - Open Ethernet

vmware i puppet
-
o collectd

#CFEngine SFlow

Aesarperauns UHGPaCTPyKTypbl: _~c O =
- ONIE, SDK API, SAI MIRANTIS Rt} WORKS
APP| |APP| JAPP / « 0

!w </~: Switch

lus* Linux®
OPERATING SYSTEM , Cumulus’” Linux SONIC

HARDWARE 4\ ngna !uqu gg Metas'wéa)tcntworks

3aKpbiTaa nAatpopma BoamMoxHocTb Bbibopa
- lpuBA3Kka K OAHOMY BEHAOPY - AyJulero xenesa

- Aoporo! - Ayyuwero O

- MeAAeHHbIN UMKA pa3paboTku - bbicTpoe BHeApeHHue

Mellanox Spectrum“'

TECHNOLOGIES
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HoBbIV B3rnsa Ha nNpou3BoaAUTENBLHOCTL - ckopocTu 25/50/100GbE M

Mellanox

TECHNOLOGIES

TpagnumnoHHbin gn3anH cetn LO[ MacwTtabupyembin ausamH Ethernet chabpukn
NpoNpUETapPHbIE PELLUEHNS OCHOBaH Ha OTKPbITbIX CTaHAapTax

Network
150% Higher
Bandwidth

Network (il

Tot xe Ethernet
ToTt xxe CKC
Huxe ueHa u

M repreneTpesnelre >-<

25GbE — HoBbIM 10GbE
10GbE 40GbE ) 50GbE — HoBbIit 40GbE 258 92
100GbE - oyayuwee LOA |
Compute Storage Compute Storage
Nodes Nodes Nodes Nodes
150% Higher 25% Higher
Bandwidth Bandwidth

Bandwidth Bandwidth
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HoBas peanbHOCTb MHTErpaunmn n ynpasneHus - BUpTyann3aymsa u

SDN Mellanox
Compute Storage SDN
Virtualization | Virtualization Virtualization C OpenFiow
Py Overlay )
. . . vmware % OPEN
F\{;genr_c\l/gws ‘.fd(v M @ vmware OMOs
vimware | e~ o . Py YO ..
ESXi @ ceph &2 vicrosoft NSX s | % BraindNet
B & Scalell B | Sy [
docker kubernetes OPENVZ 1 EEPE“WEPHW
Converged / Hyper-converged Orchestration
i/ NUTANI>E il viodous vmware
Windmﬁss-s-ewer 2016 | .. Azure Pack [r.=‘ M’SDhEFE
EMC Converged m n
Platforms

simplivity

openstack
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Ckopoctn 25/50/100G — 3a4yem? Meu,lm

Live Migration

inside”
- XEON'

« 2XNVMe >100GDb/s - 10GbE? FC16/FC327 — Really?

o Murpaumna «XKuBbIX+TSXKENbIX» BUPTYanbHbIX MaLLWH:
CKOJIbKO Mo BpeMeHun byadeT rnepeesxartb 6asa AaHHbIX pa3amepom 128GB noBepx
1gb/s nnn 10gb/s cetn?

OTBeT: OHa CKOopee HUKorga He rnepeeanert.
A 4TO NpomncxoauT C CETLIO KOorga rnepeesxaeT BupTyanbHas MawmHa (Unm HECKOMNbKO)?

OTBeT. Tpaduk mexay BM n ot Hux B UHTEpHeT, KpanHe orpaHuyeH
» PacnpepgeneHHble npunoxeHua: HPC, Big-Data, etc...
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Spectrum 100G Ethernet ASIC — nnatdopma Open Ethernet M

Mellanox

TECHNOLOGIES

' Spectrum-
= Jlngep no npons3BoauUTENBHOCTH

* Hebnokupytowasa kommytauus 6.4Tb/s ( 2 | ( Rt
» <300ns 3agepxkn Ha L2/L3 ot 64b gno 9Kb ; . @Ethemet

Consortium

« Zero Packet Loss - OPEN
~ ETHERNET
* MacwTtabupyemocTb ans obnakos 135 watte Sdte.
* [Noppepxka BupTyanusaunm . rOPEN
* OnTumMmn3auus NPOMNyCKHOM CNOCOOHOCTH . "

e [MOkme SDN BO3MOXXHOCTU

4 N\

= OYHKUMOHANBbHOCTb Open Povh AP
e 32 nopta no 100 /56 / 40GbE
e 64 noptano50/25/10GbE
« RDMA over Converged Ethernet

* [porpammupyemocTb Ans SDN u nogaepxka '"SNZMO_MOOGbB48x256b5 e
Overlay (VXLAN, NVGRE, Geneve) n MPLS \ R 0 J s

Ao uies il \ssocise ) |

SN2700 — 32x100GbE (64x10/25/50GbE)

N 4 SN2100 - 16x100GbE (64x25GbE)
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KntoyeBble TpeboBaHus K kommyTtaTtopam B LIO/ o
clanox

TECHNOLOGIES

Fairness Lat
Spectrum Broadcom Q
SpeCtrU m B rOGdCOTn 25GbE-25GbE ToR Latency Results: Mellanox Spectrum vs. Broadcom Tomahawk ™
RFC2544, Layer 2, Lower Result is Better
100 % g u) Lo,;; § - (as reported by Ixia IxNetwork 7.50.1009.20EA) pectrum
\ 90 100 3 ;x: 8‘ g :E: g sea0 3,334ns
® - 8 X 2 3000
—_— “aH R 5 , T
—/ . %0 80 Shl s L
‘l 'l‘:‘v 70 70 r i Lg Sng N - = si2 = 1280 1518 218 s oy
\If_'i;\l:‘ 6 0 g Frame Size (bytes)
3% - 60 I I jotes: ng cut-through while Broadcom Tomahawk |
50 50 -
X D X O I L
@ \(1’ '\% Q N Qb‘ q, QQ d in the test. The 25GbE ports
PaBHOMepHoOe Vo WG| ot
Packet Size (Bytes) Packet Size (Bytes)

pacnpeaeneHune nonocol CTtabunbHO HMU3KaA 3a4eprKKa

ana noboro Tuna tpaduKa m
NnobbiX pazmepos NakeTos

OTcyTCcTBME NOTEpb NaKeToB
nobbix pasmepos nNpu A1060M

Harpyske
* HamBbicLuada Npon3BOAUTENBHOCTb -
N
* HawuBsbicwasa macwtabmupyemMocTb + OTKa3oyCTONYMBOCTL Ha BCEX YPOBHAX | 3))
Toly
* WHTerpauusa c «opkectpatopamu» (SDN '
erpatl C «opkecTpartopa ( ) www.zeropacketloss.com
* Jlyywee cooTHowweHne $/6uT waiw, Mellanox.com/tolly
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Beibop ceteBon OC Ha Spectrum — yxe pearnbHOCTb YiYiN

Mellanox

OCP Summit March 2016 - Live Demo

i Mellanox I Mellanox I
A r— SAI
. Dnizz';.iﬂ . i
et Spine-1 Spine-2 Spine-3
Spectrum 2700 Spectrum 2700 Spectrum 2700
(MLNX-05) (BOS) (Metaswitch+DVS)

6 KOMMyTaTOpPOB Spectrum :
 Cumulus Linux
 Mellanox OS

* Microsoft ACS (SONIC)
« HP OpenSwitch (future)
« MetaSwitch (future)
S g aoc aoc a0c e BaiduOS (future)
Mellanox \/ Mellanox
SAl
[ f
u Leaf-1 E Leaf-2 @ Leaf-2a
Spectrum 2700 Spectrum 2700 — SMF —: Spectrum 2700 — L2 only
[ACS) (Cumulus) [HPOS)
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Linux Ha Spectrum - MmakcMmMarnbHasi OTKPbITOCTb MnaTgopMbl YiYiN

Mellanox

TECHNOLOGIES

iproute2 utilities 3'd party applications / NOS L redﬁat fedora
User Space [ (tc, bridge, ip, etc.) } [ (Quagga, OpenFlow, etc.) SRR debian

ubuntu @

[ Linux Network Stack }

Kernel
Linux Network Drivers

mixsw
(Mellanox Switch Drivers)

i.
|
Hardware A Q

Spttrumr Spectrumr
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Mellanox - ny4ymnm NHTEPKOHHEKT AN o0bnavHbIX nnaTtopm

Mellanox

TECHNOLOGIES

= 3aKOHYEHHOE peLleHne
° I'IpOBepeHHaﬂ N nogaep>xxmBaemMasd apxXmTekTypa and

M ql_lqn‘ox

vmware <) Hanboree nonynapHbIX CUCTEM BUpTYyanmsaumm
Ci\) - = [1pocToTa ynpaBneHus
CloudX™ CIOUdX * NHTerpauma B cuctemol ynpaBfieHns
BUpPTyanusauuneu
=B Vicrosoft * CHuxeHue OPEX

" [loBbllWweHne 3PFPEKTUBHOCTN CEPBEPHbLIX
nnatgopm
* MNoppepxka RDMA n Offloads Ha Bcex Tpex
nnatdopmax.
* CHmxeHne CAPEX

" [MBKMe BO3MOXHOCTU MacLuTabnpoBaHus
 EonHasa apxutektypa ans pasHbix pa3mepos

Microsoft Azure

openstack”
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Ethernet gnga CX[ v rmnepkoHBepreHunn - HeECpaBHEHHAA

NPON3BOAUTEIIBHOCTDb Mellanox

100GbE dabpuka Mellanox 3auem 50GbE?
[padomk npounssoantensHocTn Ceph knacrtepa:

4MB Bandwidth & 4KB |IOPs (Read)

120.0 800000
700000

_______——l-.
L
100.0
600000
80.0 500000
60.0 400000
40.0 300000
200000
20.0 100000
- 0
10 50

NIC Speed Gb/s

100GbE

100GbE

IOPS

Bandwidth (Gbit/s)

B AMB Throughput  =—@=A4KB IOPS

- OTKasoyctonumBoctb B 1RU
- 64 nopta 50GbE Ha 1RU
- Noppepxka RDMA/RoCE gna CPU offload

€ > ' RDEE ‘ ’ |SER CSGEthernEt
50G Consortium

19”

Oun3zann CX[ ctonkm ot Mellanox n% CEDh Open vStorage
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YHuduumposaHHas 100GbE SDN dgabpuka - Overlay

Mellanox

TECHNOLOGIES

T:IW'%X \Q} PLUMgrid

o
{7Y) OPENCONTRAIL . hh

g ) o3 Spe

Liaiiniil nuagenetworks -
- H F,ommg mIdUkUI‘D

AN

" Leaf-Spine
ectrum Architec?ture
L2 VTEP
Overlay -Eié ‘L
SDN
Controlle

VXLAN
Offload

Hypervisor/OVS Hypervisor/OVS -

* Roadmap feature Virtualized Servers

Hypervigor/O

Bare Metal Servers
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YHuduumposaHHast 100GbE SDN dabpuka - OpenFlow

Mellanox

TECHNOLOGIES

LEHTP
\ [ MPHKNAAHBIX

o BralnANet

Mporpammuypyemsie Cetn

|t Spe rum-

CETEH

OF1.3 OF1.3

: - o — Leaf-Spine
specw/ \§&trum ArChite(F:)tlure
OFl 3 OpenFlow OF1.3
SDN
/\ Controller /\

Hypervisor/OVS Hypervisor/OVS
App App

Virtualized Servers Bare Metal Servers

© 2016 Mellanox Technologies



A Kakum gosrmxkeH obiTb Ethernet B LIOe?

Mellanox

MacwTtabnpyembim:CLOS L3 pabpuka, ECMP

*LLInpokononocHbiM: 10, 25, 40, 50, 100 Gb/s

*OTKpbITbIM: Ha 6a3e oTKpbITOU Nnatdopmebl, BbiIbop OS

*C HM3KMMUM 3aJepXKKamMu: 1-2Us cepBep-cepBep

*be3 notepb NakeToB: Lossless, ¢ nogaepxkon PFC, ECN

CnpaBeanunebin scheduling: KaXabl KNMUEHT O0MMKEH nosy4varthb
cBon BW BHe 3aBMCUMOCTU OT Harpys3ku

[1porpammHo-ynpasngemsiM: OpenkFlow, Overlay

‘VIHTerpupyembiM ¢ npunoxeHunamu: — SDS, Hyperconverged,
RDMA
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B 3akntoveHne o6 oTtkpbiToM Ethernet ot Mellanox L0

1. BeibnpanTte ntobble nporpamMmmHble KOMMOHEHTbI B ceTn (OC, N0, CTekn NnpoTOKONOB)

" m\\u\\w L w "
| L
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